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Traditional Distributional

But sampling from value 
distribution is not local.



Laplace code on discount factor

Discrete:

Continuous:

Linear readout:



Laplace code on reward sensitivity





What can this code recover?

However, notice that this approach recovers the reward 
distribution evolution but not the value distribution since 

reward might be correlated across time.



Laplace code on temporal discount







Connection to successor representation


